REPORT

These are results from the evaluation of nagios-based monitoring done by federation UKI

1.1 Dashboard

	Federation “to be filled”
	Validation ( OK/NOK)
	Comments (if blocking item)
	Date of check

	Alarms Handling:

Open, mask, close
	OK
	Some old alarms appeared in Dashboard but later fixed by Cyril
	10-11 Feb

	Tickets Handling:

Open, update
	OK
	One ticket created against UKI-SOUTHGRID-RALPP disappeared permanently, probably due to GGUS problem
	

	Escalation process
	
	
	

	Handover report
	
	
	

	Metrics
	
	
	


1.2 Monitoring infrastructure

	Federation “to be filled”
	Validation ( OK/NOK)
	Comments (if blocking item)
	Date of check

	Discrepancy level
	OK
	Few discrepancies (explained below)
	

	Usability of nagios-based monitoring infrastructure for ROD work
	OK
	
	

	
	
	
	


1.3 Other comments

1. SAM creates a ce-sft-job fail critical alarm if it does not get result back in certain time but in case of Nagios if it dies not get result back in 55 min it raises a  warning alarm. It is good in a sense that it does not create too many alarms but in case of real problem you don’t get any notification as warning status does not create alarm in Dashboard. I think that Nagios should create a critical alarm if org.sam.CE-jobSubmit stays in warning state for a certain amount of time.
2. Same is true for ce-sft-lcg-rm tests as I found many warn status  on Nagios page but no corresponding alarm in Dashboard

3. bdii check failed for top-bdii-tier2.hep.manchester.ac.uk in SAM page but there was no corresponding failure on Nagios.

4. Few hosts from different ROC’s showing up in myegee page.

5. Nagios based Dashboard seems to be slower than SAM based but it may be a temporary problem.

